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Abstract
The emergence of large language models (LLMs) has sparked considerable interest in their potential application in psychological 
research, mainly as a model of the human psyche or as a general text-analysis tool. However, the trend of using LLMs without 
sufficient attention to their limitations and risks, which we rhetorically refer to as “GPTology”, can be detrimental given the easy 
access to models such as ChatGPT. Beyond existing general guidelines, we investigate the current limitations, ethical implications, 
and potential of LLMs specifically for psychological research, and show their concrete impact in various empirical studies. Our results 
highlight the importance of recognizing global psychological diversity, cautioning against treating LLMs (especially in zero-shot 
settings) as universal solutions for text analysis, and developing transparent, open methods to address LLMs’ opaque nature for 
reliable, reproducible, and robust inference from AI-generated data. Acknowledging LLMs’ utility for task automation, such as text 
annotation, or to expand our understanding of human psychology, we argue for diversifying human samples and expanding 
psychology’s methodological toolbox to promote an inclusive, generalizable science, countering homogenization, and over-reliance on 
LLMs.
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Significance Statement

Not only are large language models (LLMs) such as ChatGPT becoming increasingly embedded in people’s everyday life in many so
cieties, they are becoming an important tool in psychological research. Here, we highlight the risks associated with the rushed appli
cation of these technologies to psychological research, a practice we call “GPTology.” We review and conduct a comprehensive 
analysis of both the benefits and risks associated with using LLMs in psychological research and advocate for the development of re
liable applications and the use of open, interpretable models. We also quantify, and warn against, cultural biases of LLMs. A more 
inclusive approach is critical to ensuring reproducible, generalizable, and unbiased scientific insights, when employing LLMs to study 
the human mind.
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Introduction
Technological innovations have enabled social and behavioral sci
entists to gather diverse forms of data about human psychology, 
paving the way for significant breakthroughs in psychological sci
ence and neighboring fields. These advancements have played a 
pivotal role in expanding our understanding of psychological 
processes. The development of neuroimaging (e.g. fMRI), online 
survey platforms (e.g. Mechanical Turk), and eye-tracking tech
nology are just a few examples that have revolutionized psycho
logical research in the last few decades. The digital revolution 

and emergence of “big data” facilitated the establishment of new 
fields such as computational social science (1). More recently, 

there has been a notable paradigm shift in artificial intelligence 

(AI) with the emergence of large language models (LLMs): neural 

networks characterized by their deep layers and extensive scale, 

typically consisting of billions to over a hundred trillion parame

ters and trained on vast text datasets, enabling an unprecedented 

ability to understand, generate, and translate human language 

with remarkable subtlety and complexity. These AI models are 
trained on extensive collections of unlabeled text using self- 
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supervised or semi-supervised learning methods, contributing to 
their remarkable language understanding and generation cap
acity. This new technology has been argued to possess the cap
acity to transform social science research (2).

Language models have advanced significantly through 
interdisciplinary collaboration, including contributions from 
psychology, which laid the foundation for modern language 
modeling. For example, inspired by the psychology of feedback 
and learning mechanisms, McClelland and Rumelhart (3) ex
plored connectionist models demonstrating the potential of 
neural networks, and Rumelhart et al. (4) introduced key algo
rithms like backpropagation. Building upon these develop
ments and motivated by theories in working memory and 
cognitive processes, Elman (5) introduced recurrent neural 
networks, enabling researchers to model sequential data in 
language models.

The availability of large textual corpora, increased computing 
power, and advancements in deep-learning techniques have re
cently contributed to the progress and refinement of language 
models. Notably, the Transformers architecture (6), which ena
bles understanding of intricate relationships between different in
put components in a remarkably efficient and precise manner 
substantially improved natural language understanding and gen
eration capabilities. Subsequently, LLMs, like ChatGPT (7), based 
on different versions of Generative Pre-trained Transformer 
(GPT; (8, 9)), have had sizable implications in various domains, 
powering applications such as human-sounding chatbots and 
language translation systems. Their success lies in their impres
sive language generation capabilities and public accessibility, 
which has permeated research in various fields from medicine 
(10) to politics (11).

Studying how LLMs operate offers promising opportunities to 
gain previously inaccessible insights into cognition as a whole, 
and perhaps even human cognition (12, 13). Additionally, these 
models’ capabilities in text analysis and generation could pos
sibly be harnessed by researchers as an easy-to-use method 
for analyzing textual data, such as coding texts for mental 
health assessment (14). There has recently been a rapid string 
of psychological research output related to and facilitated by 
these models (13, 15–17). In particular, ChatGPT has been em
ployed in a range of social and behavioral applications, from 
hate-speech classification (18) to sentiment analysis (19), often 
with promising results.

However, drawing parallels with the turbulent integration of 
previous technological innovations into psychological research 
suggests that the hurried or negligent implementation of LLMs 
in psychology could give rise to unintended consequences. For ex
ample, when fMRI techniques first appeared, some researchers 
began haphazardly applying these techniques, resulting in 
many nonsensical, but statistically significant neural correlates: 
a phenomenon cleverly illustrated in an fMRI of post-mortem 
Atlantic Salmon (20), where the fish displayed apparent signifi
cant brain activity during the experiment despite being deceased, 
and a study on the high likelihood of finding spurious correlations 
in fMRI research due to statistical misapplications (21). These two 
episodes now serve as a lesson for psychology students and re
searchers more broadly: that new technologies should be cau
tiously integrated into psychological research. Specifically, 
integrating LLMs in the psychological research pipeline, such as 
in substitution for human participants, necessitates critically 
examining its limitations. Researchers should not simply ask 
themselves how they can use a new technology; they need to 
also ask themselves whether and why they should do so (22).

By no means do we uniformly cast doubt on the usefulness of 
LLMs in psychological research. Instead, we aim to contextualize 
current and future opportunities that LLMs may offer psycho
logical research and suggest possible ways to navigate their lim
itations. While acknowledging their potential utility to improve 
psychological science, we advise caution regarding the un
checked application of LLMs, at least in their current state, in 
psychological studies. To prevent issues like nonsensical, but 
statistically significant correlations, it is essential to approach 
LLMs with caution, keeping in mind similar challenges the field 
has faced in recent decades (e.g. the credibility revolution; (23)). 
The following section provides an overview of the downsides of 
the hurried use of LLMs in psychology, and how it could negative
ly affect psychological findings if not applied critically and 
cautiously.

LLMs should not replace human participants
Many studies of state-of-the-art LLMs have concluded that their 
outputs are highly “human-like” (24–26). For instance, Webb 
et al. (26) examined the analogical reasoning abilities of 
ChatGPT and found that it had developed an emergent capacity 
for zero-shot reasoning, allowing it to solve a wide range of ana
logy problems without explicit training. Some have argued that 
if LLMs, such as ChatGPT, can indeed produce human-like re
sponses to common measures in psychological science (e.g. judg
ments of actions, endorsements of values, perceptions of social 
issues), they might as well, at some point in the future, replace 
the human subject pool. For example, based on a substantive cor
relation between moral judgments made by humans and a lan
guage model (GPT-3.5), Dillion et al. (27) asked whether LLMs 
can replace human participants in psychological research. 
While they do acknowledge limitations of the “AI as human partic
ipants” position (which is typically supported by showing an 
LLM-human correlation in some psychological domain; e.g. (17, 
27)), such as their issues with representing different populations, 
capturing variability in human responses, and oversimplifying 
complex judgments and behaviors, it is important to stress the 
ethical and epistemic risks associated with this practice (28). 
Similarly, Ref. (29) warns against the anthropomorphism of AI sys
tems, noting that such tendencies can mislead us into expecting 
human-like performance from systems that operate on funda
mentally different principles. This caution is crucial as we con
sider the implications of deploying LLMs in roles traditionally 
reserved for human participants.

First, research using LLMs to simulate human participants 
needs to pay more attention to the substantial cross-cultural vari
ation in cognitive processes—including moral judgments— 
around the globe (see Refs (30, 31)) and develop robust ways to 
mimic them using synthetic agents. Models like GPT have been 
trained chiefly on WEIRD (Western, Educated, Industrialized, 
Rich, Democratic; (32)) people’s textual data primarily in 
English, perpetuating the English-centricity of psychology (33), 
hindering efforts to take linguistic diversity seriously. Hence, 
these models may struggle with accurately representing diverse 
populations (see a discussion of LLMs inherently struggling to re
present identity groups due to their training procedures in Wang 
et al. (34)). For example, ChatGPT has shown gender biases favor
ing male perspectives and narratives (35, 36), cultural biases to
ward American perspectives (37) or majority populations in 
general (38), and political biases favoring liberal, environmental, 
and left-libertarian viewpoints (11, 39, 40). These biases also ex
tend to personality, morality, and stereotypes (41–43).
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Generally, these models’ outputs reflect a WEIRD psychology 
such that the AI-human link substantially weakens as we collect 
“human” data from less WEIRD populations. In other words, the 
high AI-human correlation does not replicate when the human sam
ple is less WEIRD (44). This is especially concerning because the 
WEIRD-people problem was originally devised as an awareness- 
raising rhetorical device to push researchers away from heavily 
relying on WEIRD human research participants (e.g. undergraduate 
students in North America; see Ref. (45)). Substituting human partic
ipants with LLM outputs would, therefore, be a step backward. 
Ignoring human diversity in psychology, amplified by the conveni
ence of online samples like MTurk, has already led psychology re
search to be tunnel-visioned toward an extremely thin slice of 
human diversity (34). GPTology will constitute a move toward an 
even more myopic and less generalizable discipline.

Second, LLMs seem to have a “correct answer” bias (17, 40). 
Specifically, LLMs fail to produce much variance in their answers 
to psychology survey questions: even if these questions pertain 
to topics—like moral judgment—for which there is no actual cor
rect answer, and for which human answers would have 
diversity-of-thought. Simulating human diversity-of-thought us
ing LLMs might generally be nontrivial. For example, simply 
prompting an LLM to respond to a question multiple times and 
then measuring the response variance, a common strategy in 
the social sciences (17, 44, 46), does not equate to meaningful vari
ance that can be compared with humans. Generative language 
models, such as ChatGPT, compute a probability distribution 
over possible next words to produce an output sequence in an au
toregressive manner (6, 47). Specifically, the probability of a word 

being predicted next is given as P(zi) = ezi/T􏽐n

k=1
ezk/T

, where zi represents 

the logit value associated with a potential output word wi given an 
input sequence {w1, . . . , wi−1}, which is, i.e. the model’s internal 
representation of the word after processing it (17). The “tempera
ture” parameter (T) expresses whether the model chooses the 
most likely word according to the distribution (T→ 0), expressing 
deterministic behavior, or samples the words according to the dis
tribution (T→ 1), supposedly expressing more creative nondeter
ministic behavior. However, the output variance when repeating 
the same prompt using a temperature of 1 then simply reflects 
the output probability over the response options and therefore 
how sure the model is about its response, which itself is affected 
by the correct answer bias observed by Park et al. (17) and others.

Conceptually, this is akin to repeatedly asking a question to the 
same participant instead of different participants. However, psy
chologists are usually interested in studying variance across par
ticipants to make inferences about behavioral patterns and the 
robustness of psychological phenomena (see discussion of LLM 
outputs resembling group averages instead of individual differen
ces in, e.g. (27)). Thus, researchers using LLMs to study human be
havior need to move beyond methods that simulate single 
responses—such as merely predicting group averages or simulat
ing an individual’s response across various tasks (e.g. (24, 25, 27)) 
—and instead develop robust methods to emulate the complexity 
of human samples. Furthermore, LLMs are trained on vast 
amounts of data, which can contain many of the items and tasks 
used in psychological experiments, thus leading the model to rely 
on its memory instead of making inferences, exacerbating the 
problem above. To get unbiased evaluations of human-like LLM 
behavior, researchers need to make sure that their tasks are not 
part of the model’s training data (48) or adjust the models not to 
affect the outcome of their experiments, such as by “unlearning” 
data from an LLM (49).

To showcase how these issues concretely manifest, we analyze 
LLM responses in the domain of human morality, highlighting 
how simple prompting strategies fail to capture human response 
patterns and particularly human variance. We designed a prompt 
and gave the Moral Foundations Questionnaire-2 (MFQ-2; (30)) to 
GPT-3.5 1,000 times. The MFQ-2 is a new measure published in 
2023, and its items are unlikely to exist verbatim in the corpora 
on which GPT was trained; hence, it does not have the problem 
of extensively appearing in the training corpora. We then com
pared GPT’s responses to the distributions of a culturally diverse 
sample of humans from 19 populations. As can be seen in 
Fig. 1(a),  GPT produces substantially smaller variance in six moral 
domains (i.e. care, equality, proportionality, loyalty, authority, 
and purity) compared with actual human populations (all 
Ps < 0.001). GPT-3.5’s variance was 43–121 times smaller than hu
man data in different moral domains, even when using parameter 
settings for maximum variability in generated responses. Our re
sults, in line with recent evaluations of strategies to induce demo
graphic variance in LLM outputs (40, 50, 51) and other emerging 
works (17, 52), indicate that arguments such as that “silicon sam
pling allows researchers to simulate a diverse population of par
ticipants,” (27) could be premature and that the so-called 
“silicon sampling,” at least currently, fails in mimicking a diverse 
population of humans: a finding which is consistent with that of 
Atari et al. (44).

To show that this phenomenon is robust across domains, we ex
tended this analysis of GPT vs. human responses to a broad range 
of self-report measures, with participants from over 43 countries 
and spanning various psychological domains, such as personality, 
cognition, political orientation, and emotions: Big Five Inventory 
(53): N = 3, 924, Need for Closure (54): N = 315, Need for Cognition 
(55): N = 900, Right-wing authoritarianism Scale (56): N = 1, 020, 
Emphasizing–Systemizing Scale (57): N = 3, 141, Rational– 
Experiential Inventory Scale (58): N = 1, 456. Across these psycho
logical constructs, we consistently found that ChatGPT responses 
generally showed significantly less variance across all measures 
(see Table S20 for an overview of variance differences across all 
surveys) and differed significantly between various demographics. 
For example, when responding to personality surveys, ChatGPT 
was significantly more agreeable than politically liberal individuals 
(d = −0.230, P < 0.001, 95% CI [−0.369, −0.091]), conservatives 
(d = −0.403, P < 0.001, 95% CI [−0.550, −0.257]), and moderates 
(d = − 0.285, P < 0.001, 95% CI [−0.424, −0.145]) as shown in Fig. 2. 
Beyond personality dimensions, ChatGPT, for example, also en
dorsed significantly less right-wing authoritarianism than male 
participants (d = 0.44, P < .001, 95% CI [0.24, 0.65]), White partici
pants (d = 0.35, P < 0.001, 95% CI [0.16, 0.54]), and younger partici
pants (18–24; d = 0.49, P < 0.001, 95% CI [0.24, 0.74]), but 
significantly more than explicitly liberal participants (d = −0.23, 
P = 0.003, 95% CI [−0.39, −0.07]) as shown in Fig. 3. Differences of 
this kind and strength were observed across all surveys and demo
graphic groups. See the Supplementary Materials for a detailed 
summary of all demographic differences, across a variety of psy
chological constructs.

Third, we are skeptical that GPT responses can make nomo
logical networks in well-established theoretical frameworks. 
Dillion et al. (27) mention that “researchers can give LLMs differ
ent questions and see if they act as expected within a nomological 
net (e.g. form a reliable scale).” To demonstrate how GPT con
structs a moral psychological nomological network, we looked 
at inter-correlations between moral domains (Fig. 1(b)) and the 
network of moral domains based on partial correlations 
(Fig. 1(c)) in a diverse human sample (N = 3,902; (30)) and 1,000 
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GPT queries. As shown in Fig. 1(b) and (c), the networks of moral 
values are substantially different, indicating that GPT struggles 
to produce previously established nomological networks.

In sum, probing LLMs can be a fruitful direction for future re
search (2, 59). However, we caution against the replacement of hu
man participants with LLMs, because (i) synthetic AI-simulated 

Fig. 1. ChatGPT vs. human moral judgments. Note: a) Distributions of moral judgments of humans (light blue) and GPT (light red) in six moral domains. 
Dashed lines represent averages. b) Inter-correlations between moral values in humans (N = 3,902) and ChatGPT queries (N = 1, 000). c) Network of partial 
correlations between moral values based on a diverse sample of humans from 19 nations (30) and 1,000 queries of GPT. Blue edges represent positive 
partial correlations and red edges represent negative partial correlations.
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sampling would ignore psychological and linguistic diversity that 
the field desperately needs in order to investigate beyond WEIRD 
psychology (e.g. (32–34, 60)); (ii) LLMs often fail to show meaning
ful variance (or diversity) in their judgments; (iii) the outputs of 
current LLMs do not seem to replicate previously established 
nomological networks; and (iv) reliance on LLMs may foster epi
stemic complacency and illusions of understanding, potentially 
resulting in scientific monocultures that suppress diverse meth
ods, curtail innovation, and increase vulnerability to errors (28).

Overall, probing the psychology of LLMs is scientifically mean
ingful and practically important. However, it should not replace 
the scientific study of Homo sapiens but rather supplement it (e.g. 
(27, 28)). Of course, these limitations do not imply that all uses 
of LLMs should be avoided in psychological research. For example, 
some researchers have argued that AI could be regarded as an 
agent of “assistance,” “improvement,” or “augmentation” (e.g. 
(22)). Framed in the latter way, LLMs can be thought of as tools 
to help improve the research process in psychology. It is indeed 
exciting to try different psychological measures (traditionally de
veloped for humans) on AI tools, but such examinations should be 
cautious and exploratory, and their results should not be hyper
bolized. Similarly, LLMs have the potential to serve in a role analo
gous to that of agent-based models. For example, some recent 
studies present proofs-of-concept of how AI systems could simu
late human behaviors (e.g. (61–63)). Therefore, LLMs show prom
ise to become powerful simulators in psychological research, 
offering novel possibilities for enhancing our understanding 
through accessible and potentially scalable simulations, particu
larly when traditional participant-based methods are impractical. 
However, unlike traditional agent-based models, which define the 
environment, agents, interactions, and their consequences to al
low for inferences based on these parameters, LLMs largely oper
ate as black-boxes. Combined with issues of the outputs being 
often misaligned from real human behaviors and responses, as 
discussed above, this remains a serious concern: a collection of 
nebulous agents that can give misaligned/misleading responses. 
Thus, more work, particularly around validating LLM simulations, 
is required to establish LLMs as a viable alternative to or extension 
of traditional agent-based models. Such careful considerations 

may lead to the development of more robust procedures to 
implement LLMs in psychology, similar to how psychologists 
have addressed issues with other technologies. When research
ers decide to use LLM outputs as a proxy for a human sample, 
they should, for example, take into account task-relevant biases 
of the models in question (e.g. check for implicit biases against 
agents involved in a moral scenario when investigating moral 
judgments). This can be done in conjunction with efforts to re
duce LLM biases (64).

LLMs are not a panacea for text analysis
In this section, we discuss the perception of LLMs as a 
quasi-universal off-the-shelf text analysis tool in psychology. 
We begin by explaining key distinctions in how LLMs can be 
applied for text analysis. This is followed by an exploration 
of the currently common practice of overly focusing on zero- 
shot capabilities of LLMs and an examination of their potential 
drawbacks. We then contrast LLMs with non-LLM-based, top- 
down, theory-based text analysis tools, discussing the advan
tages of these smaller, interpretable methods and how they 
can benefit researchers. We highlight that researchers must 
carefully consider the particular demands and subtleties of 
their study topics when selecting natural language processing 
(NLP) methods for text analysis in psychology. This might in
clude leveraging LLM-based approaches in scenarios where 
large-scale, general-purpose language modeling is necessary. 
Conversely, in situations requiring theory-driven explorations, 
top-down methods such as thematic content analysis or 
dictionary-based techniques (e.g. LIWC) may be more suitable. 
By thoughtfully combining these methods based on the study’s 
needs, researchers can achieve a more nuanced and compre
hensive understanding of their textual data.

NLP methods using pretrained language models generally 
fall into two categories: those involving parameter updates 
(e.g. gradient-based) and those that do not. Fine-tuning is a pri
mary method involving parameter updates, where the pretrained 
LLM is further trained on a task-specific dataset. This can range 
from updating a subset of parameters to adjusting the entire 

Fig. 2. Comparing ChatGPT against humans grouped by political opinion for responses on the Big Five Inventory. Note: Figure shows the response 
distribution of humans and ChatGPT across the five-factor personality constructs and for different human demographics. Figure shows that ChatGPT 
gives significantly higher responses on Agreeableness, Conscientiousness and significantly lower responses on Openness and Neuroticism. Importantly, 
ChatGPT shows significantly less variance compared with all demographic groups on all personality dimensions.
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model, depending on task complexity and data availability (65–68) 
In contrast, zero-shot, one-shot, and few-shot learning, can be 
used without gradient updates by leveraging a pretrained model’s 
ability to generalize from limited or no task-specific data (i.e. 
examples), using the model’s pre-existing knowledge and under
standing (8, 69, 70).

Recently, there has been a surge of studies using LLMs zero- 
shot capabilities, that is their capability to perform tasks without 
any prior training on that specific task (8, 71–73), for psychological 
text analysis, presumably due to their ease of use and accessibil
ity. For example, Markowitz (74), Rathje et al. (75) and Zhu et al. 
(19), reported high performance of ChatGPT as an automated 
text analysis tool, such as for sentiment analysis, offensive lan
guage, thinking style, or emotion detection. Rathje et al. (75) 
further concluded that LLMs constitute a viable all-purpose meth
od for psychological text analysis, arguably more convenient than 
small(er) language models and traditional techniques in NLP, due 
to their ability to handle diverse tasks within a single model with
out needing task-specific adjustments, and their user-friendly 
design that minimizes the need for complex coding, making 
them more accessible to psychologists and potentially encour
aging broader research engagement. However, this perspective 
of LLMs, as a convenient and comprehensive tool in psychological 
text analysis, is challenged by recent critiques emphasizing their 
limitations, such as inconsistencies in text annotations, difficul
ties in explaining complex constructs such as implicit hate 
speech, and a potential lack of depth in specialized or sensitive 
areas (18, 76, 77).

Furthermore, Reiss (77) demonstrated that LLMs may produce 
inconsistent outputs when subjected to minor prompt variations 
and can fall short of scientific thresholds for reliability, sometimes 
even when pooling outputs from multiple repetitions and 
prompts. Kocoń et al. (76) found that LLMs may struggle with com
plex, subjective tasks such as emotion recognition, and Huang 
et al. (18) found that LLMs can reinforce lay perspectives when de
tecting implicit hate speech and may thus mislead nonexperts 
with their explanations in cases where they make incorrect deci
sions. Furthermore, the difference in convenience between zero- 
shot applications of LLMs and fine-tuning of models may not be 

as stark as commonly perceived. Fine-tuned small(er) language 
models for various tasks are now increasingly publicly available. 
Similarly, there are more and more high-quality and specialized 
datasets available to researchers for fine-tuning language models 
themselves. Examples of such corpora span across fields, such as 
morality, personality, or sentiment analysis (78–83).

Notably, even smaller fine-tuned models can in many cases, 
where data for fine-tuning is available, fare equally well or even 
better than zero-shot applications of LLMs. For instance, in most 
reported cases in Rathje et al. (75), small fine-tuned language 
models, including older models such as base-BERT (Bidirectional 
Encoder Representations from Transformers; (65)), outperform 
even the newest generation of ChatGPT (GPT-4) on a variety of 
text annotation tasks. Notably, in Rathje et al. (75) GPT-4 (zero- 
shot) was outperformed on English language sentiment analysis 
by a fine-tuned model developed before the breakthrough 
Transformers architecture (84). Additionally, these smaller lan
guage models have since then further undergone significant im
provement, such as Sentence-BERT (85), RoBERTa (86), and their 
subsequent iterations, highlighting additional potential perform
ance advantages. While zero-shot applications of LLMs might of
fer immediate accessibility, the most expedient choice is often 
not the most effective. Thus, researchers should be cautious of 
leaning too heavily on the allure of convenience. We explicitly 
highlight here that appropriate methods do not exclude LLMs. 
There are various alternative ways to utilize LLMs, such as by fine- 
tuning the LLM on the respective task, or via few-shot prompting 
which includes few examples of solving a task in a prompt so that 
the LLM can generalize to the given examples (8, 72, 87).

Building on this perspective, we extend these recent studies by 
investigating ChatGPT’s ability to annotate moral language across 
three distinct settings: zero-shot, few-shot, and fine-tuned. 
Extracting moral values from (online) texts is a difficult task, 
where even trained human annotators show significant variance. 
This is because moral values are often only implicitly signaled in 
language, and online posts often contain little contextual infor
mation due to length constraints. For example, past works (e.g. 
(83, 88)) achieved average F1 scores of 0.50 and below despite 
training and evaluating their classifier for each moral value. 

Fig. 3. Comparing ChatGPT against humans across various demographic variables for the Right-Wing-Authoritarianism scale. Note: Figure shows the 
response distribution of humans and ChatGPT on the RWA scale for different human demographics. ChatGPT shows significantly lower average RWA 
than male, white, and young participants but not explicitly liberal participants. Importantly, ChatGPT shows significantly less variance compared with 
all demographic groups.
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Even when adding considerable background knowledge about 
posts’ content, such as in Lin et al. (89), reported F1 score remain 
moderate (between 0.54 and 0.76). Human morality has also been 
argued to be a particularly difficult concept to grasp for language 
models, making it an interesting test case for comparing powerful 
LLMs against less complex smaller language models (90), as well 
as testing the efficacy of different LLM application strategies. 
Specifically, we gave ChatGPT 2,983 social media posts that con
tained moral or nonmoral language and prompted it to determine 
if any and what specific type of moral language was used. We then 
compared it to a small BERT model that was fine-tuned on a sep
arate subset of social media posts (see Supplementary Materials
for details). To supplement our comparison of smaller vs. larger 
and complex vs. less complex models, we repeated this analysis 
using the Linguistic Inquiry and Word Count (LIWC; (91)), which 
is a commonly used dictionary-based text-analysis method pro
ducing psychologically validated, and importantly interpretable 
features, from a given text. We compared the annotations of all 
models against the “ground truth” of human raters.

We find that fine-tuned BERT vastly outperformed ChatGPT 
applied in a zero-shot setting, achieving an F1 score of 0.48 vs. 
ChatGPT’s 0.22. Additionally, ChatGPT was more extreme in 
over- or under-predicting a moral sentiment, while BERT did in 
all but one case not significantly deviate from trained human an
notators. Notably, even the LIWC-based approach outperformed 
ChatGPT (zero-shot) with an F1 score of 0.27 and was significantly 
less likely and less extreme in deviating from trained human an
notators, despite being a magnitudes smaller, less complex, and 
cheaper model. Notably, ChatGPT (zero-shot) showed significant
ly more false positives, being over 10 times more likely Δodds = 
+1, 240%, P < 0.001 to predict a text as moral compared to human 
raters (see Table S2). As anticipated, both few-shot learning and 
fine-tuning increased the performance of ChatGPT in our experi
ments. When applied in a few-shot setting, ChatGPT achieved 
an F1 score of 0.32. Notably, fine-tuning ChatGPT on the same 
data used for the BERT model resulted in a superior F1 score of 
0.53 outperforming the fine-tuned BERT model. Particularly, we 
find that fine-tuning ChatGPT leads to significant improvement 
in identifying the Loyalty foundation (about 25% increase in F1 
score) and Care foundation (about 10% increase in F1 score). See 
the full overview of foundation-level F1 scores for all classifiers 
in Table S1. However, note that in our experiments, ChatGPT 
was still more extreme in over- or under-predicting individual mo
ral sentiments compared with BERT, which replicated the distri
bution of moral foundations most similar to human annotators. 
For example, ChatGPT (few-shot) was about twice as likely Δodds = 
+90%, P < 0.001 more likely to predict a text as nonmoral com
pared with human raters. See Table S2 for an overview of the pre
dicted foundation distributions compared with human ground 
truth.

Additionally, the performance of both zero-shot and few-shot 
ChatGPT was extremely poor on several foundations, often reach
ing F1 scores of nearly zero. Rathje et al. (75) report similarly low 
performances for the current flagship versions, GPT-4 and 
GPT-4-Turbo, on the Authority, Purity, and Proportionality foun
dations. Our fine-tuned models also performed substantially bet
ter on average, with fine-tuned BERT achieving an average F1 
score of 0.48 and fine-tuned ChatGPT-3.5 an average score of 
0.53, compared with reported F1 scores of 0.34 for GPT-4 and 
0.29 for GPT-4-Turbo. In fact, our fine-tuned BERT model demon
strated superior performance over both GPT-4 and GPT-4-Turbo 
across all foundations except the Loyalty foundation, and fine- 
tuned GPT-3.5 outperformed GPT-4 and GPT-4-Turbo (zero-shot) 

on all foundations. See Table S3 comparing our fine-tuned model 
to the GPT-4 results presented by Rathje et al. (75) on the same 
moral foundations. Interestingly, even our zero-shot application 
of GPT-3.5 outperformed the reported GPT-4 results on three 
foundations (Care, Proportionality, Authority), indicating incon
sistent advancements between newer and older models. Further 
comparisons (Tables S7 and S8 in Rathje et al. (75)) on another mo
ral foundations dataset, on which the BERT model was not fine- 
tuned (MFTC; (81)), showed that BERT, despite being applied cross- 
context, outperformed GPT-4 on the Authority and Purity founda
tions, and GPT-4-Turbo also on the Loyalty foundation. GPT-4 per
formed slightly better than BERT on the Loyalty foundation and 
significantly better only on the Care foundation. Rathje et al. 
(75) argue that the change in performance for the fine-tuned 
BERT models between datasets is indicative of fine-tuned models’ 
inflexibility across different contexts or datasets. We suggest a 
slightly different narrative, given that the fine-tuned model still 
outperformed GPT-4-Turbo on three out of four foundations 
(and two out of four for GPT-4) and performed better on average 
than both. These findings show that, first, LLMs’ supposed cross- 
context and flexibility advantages may not always hold, and se
cond, that using LLMs conveniently “out-of-the-box” can some
times drastically fail while highlighting that fine-tuning can 
mitigate the very same issues.

It should be noted here that while fine-tuning ChatGPT or ap
plying a few-shot paradigm can yield better results, such proc
esses are significantly more resource-intensive and expensive 
compared with LIWC or even BERT. See also the discussion of en
vironmental costs of LLMs in the Supplementary Materials, as 
training and deploying LLMs is energy intensive and therefore 
connected to significant carbon emissions (92, 93). Overall, our re
sults show that LLMs can be a superior tool but they also show 
that achieving this level of performance might not always be triv
ial and convenient. For example, fine-tuning can be costly, might 
not always work, and negates many of the conveniences of using 
LLMs in a zero-shot setting by requiring a dataset for training and 
expertise with training models. As such, researchers should weigh 
the benefits and drawbacks of each method before choosing one, 
similar to how they would choose a statistical method for their 
data analysis.

Additionally, ChatGPT and other closed-source models re
quire (if possible at all) fine-tuning on a corporate platform, 
which introduces constraints compared with models like BERT 
which provide full control about the fine-tuning process and 
can be trained offline without additional costs (see the following 
section for a detailed discussion of issues with closed-source 
and proprietary vs. open-source models). Few-shot learning, al
though promising, hinges on the relevance and quality of exam
ples, potentially making it less stable than fine-tuning (94). As 
such, researchers should choose a model and how to apply it 
based on the availability of task-specific data, available comput
ing resources, and research-specific considerations (e.g. inter
pretability, control over the model). Fine-tuning is preferable 
if training data are available. Smaller models (e.g. BERT) are 
then preferable to larger models (e.g. ChatGPT) if computing re
sources (or financial, for commercial services) are limited. In 
scenarios where gathering extensive task-specific data is im
practical or impossible, LLM’s zero-shot or few-shot capabilities 
are advantageous.

To further highlight the limitations of zero-shot LLM applica
tions, we examined to what extent ChatGPT’s zero-shot annota
tions were biased toward specific demographics. We did so by 
using human annotator demographics and psychometrics 
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provided for our test data (see Supplementary Materials for a de
tailed description of the experimental procedures). We found that 
ChatGPT is less likely to agree with conservative (Δodds = −4%, 
P < .001) or collectivist (Δodds = −30%, P < 0.001) annotators and 
more likely to agree with individualistic (Δodds = +142%, 
P < 0.001) annotators. Additionally, it is biased toward younger 

(Δodds = −1%
year, P = 0.033), more open-minded (Δodds = +1244%, 

P < 0.001), and agreeable (Δodds = +156%, P < 0.001) annotators. 
Interestingly in terms of the six moral foundations (30), it is biased 
toward annotators who have a lower preference for equality 
(Δodds = −97%, P < 0.001) and loyalty (Δodds = −96%, P < 0.001) 
and those who endorse more care (Δodds = +31, 159%, P < 0.001) 
and proportionality (Δodds = +21, 215%, P < 0.001) values. This 
aligns with our additional findings of ChatGPT over-weighing the 
care foundation when responding to the MFQ-2 (see additional ana
lyses in Supplementary Materials). Potentially, this could be linked 
to post-hoc measures by OpenAI to avoid an AI that endorses harm 
or does not care about people’s emotional well-being. Agreement 
with proportionality and equality endorsing annotators aligns 
with past findings that ChatGPT is (left-)libertarian-leaning (11, 
39, 40). See Tables S4–S10 for a summary of annotation biases.

Finally, we analyzed how LLMs, at least at this stage of their de
velopment, fare against theory-based, top-down constrained 
methods. This is relevant because LLMs are primarily considered 
language analysis tools due to their broad capabilities stemming 
from their vast parameter sets, training data, and training 
procedures. However, this flexibility and performance come at 
the price of reduced interpretability and reproducibility (i.e. the 
trade-off between a higher-performing black box and a lower- 
performing interpretable method). An often-stated reason for 
why some researchers of psychological text analysis prefer 
neural-network-based models over simple, theory-driven meth
ods is the purportedly superior predictive power of the former. If 
LLMs cannot outperform top-down methods in zero or few-shot 
settings, this would be another reason for psychologists (and other 
social scientists) to consider using top-down models rather than 
LLMs (at least the existing ones), because in social sciences, theory 
and interpretability are of prime concern (95).

We compared ChatGPT against Contextualized Construct 
Representation (CCR; (52)), which is a method that combines psy
chometric scales with small language models (e.g. S-BERT; (85)) to 
extract psychological information from texts. This includes as
sessments of individuals’ values, political ideology, cultural 
norms, religiosity, and need for cognition. By relying on validated 
psychometric scales, CCR places strong, theory-based, top-down 
constraints on its underlying small language model, which pro
vides better interpretability and easy application. Comparing 
ChatGPT and CCR, we found that ChatGPT (zero-shot) fails to out
perform CCR in inferring psychological outcomes from human- 
written essays. CCR substantially outperformed ChatGPT ratings 
when prompted to infer psychological constructs directly 
(Dunnett’s Test; d = −2.25, P = 0.005, 95% CI [−3.88, −0.62]), that 
is predicting the construct scores directly. See Figs. S30 and S31
for an overview of model performances across all self-report 
measures (i.e. cultural orientation, personal values, moral judg
ments, political ideology, need for cognition, and norm violations). 
CCR and ChatGPT performed on par when inferring psychological 
variables from essays about everyday life (Fig. S31) when 
prompted on the item-level, that is, when predicting each scale 
item separately and then calculating the construct score 
(Dunnett’s Test; d = 0.21, P = 0.9404, 95% CI [−1.42, 1.84]).

Taken together, past work and our present findings consistent
ly demonstrate that for many use cases, smaller (fine-tuned) 

models can be more powerful and less biased than the current 
large (generative) language models, particularly in zero-shot and 
few-shot settings. For example, consider a study examining the 
language used in online support fora for individuals with anxiety 
disorders. A researcher using a smaller, specialized language 
model may be able to uncover subtle nuances and specific pat
terns of language that are directly relevant to the domain of inter
est (e.g. worry, intolerance of uncertainty). This targeted approach 
can yield more profound insights into the experiences of individ
uals with anxiety, shedding light on their unique challenges and 
potential interventions. By leveraging specialized language mod
els or top-down methods such as CCR, or LIWC, researchers can 
strike a balance between comprehensiveness and granularity, en
abling a more nuanced exploration of textual data.

Crucially, we do not discourage the use of LLMs as a text-analysis 
tool in all respects. Particularly in cases where data for fine-tuning is 
scarce, such as with new constructs or understudied populations, 
LLMs’ zero-shot capabilities may still offer acceptable performan
ces and allow researchers to investigate urgent research questions. 
Methods such as few-shot prompting can be effective and efficient 
in these cases as they only demand a handful of representative ex
amples. Across our experiments, we found that LLMs can achieve 
high performances but stress that this cannot always be achieved 
using the model’s zero-shot capabilities and instead requires ex
ploring techniques, such as few-shot prompting or outright fine- 
tuning of the LLM (see also work on optimizing prompt design, 
such as “Chain-of-Thought” (71, 96), a recent technique for eliciting 
complex multistep reasoning). Similarly, our additional analyses, 
showing increased performance for ChatGPT when predicting at 
the item level instead of the construct level, highlight that LLMs 
can benefit from integrating theory-driven approaches. Extending 
this line of work, developing methods that can combine the benefits 
of both approaches is a promising endeavor for future work. With 
the constant and rapid development of LLMs that address perform
ance and bias issues, these concerns could already be mitigated in 
the near future.

We emphasize the importance of researchers constantly as
sessing these limitations and opportunities while exercising cau
tion when defaulting to the most convenient choice. As with all 
empirical methods, LLM-based methods need to be validated 
and benchmarked. We recommend benchmarking LLM-based 
findings against more established text-analytic methods to 
make LLMs more useful for psychological inference. For example, 
the gold-standard measure for text annotation is human annota
tion, and LLM-based annotations should be comprehensively vali
dated—on a task-by-task basis—against a small labeled corpus 
before using these models at scale (97). This approach helps estab
lish the validity of the analysis by reducing the potential biases 
that may arise from relying solely on automated techniques. 
Additionally, validation allows researchers to assess the inter- 
rater reliability of the annotations, providing a measure of the ro
bustness of the analysis. The human element in validation brings 
valuable insights, subjective judgments, and contextual under
standing that may be challenging for LLMs to capture accurately.

Reproducibility matters
Reproducibility pertains to replicating and verifying results using 
the same data and methods (98). However, particular challenges 
arise when applying these principles to LLMs, particularly propri
etary ones, whose black-box nature impedes the reproducibility of 
findings that pertain to them. This limitation poses a significant 
obstacle to achieving reproducibility in studies that rely on 
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LLM-generated data or analyses beyond the often discussed non
deterministic nature of LLMs (see discussions of nondeterministic 
outputs and “temperature” parameter of LLMs in Refs. (46, 75, 99)) 
and LLMs’ black-box nature impeding interpretability (e.g. (99)). 
Importantly, these issues can interact to cause further obstacles 
for the application in psychological research.

For example, LLM biases can change over time for LLMs that 
undergo updates over time. Each time modifications are made 
to ChatGPT’s algorithms for performance enhancement, the na
ture and scope of biases embedded in the model may change. 
This could impact the effectiveness of previously established 
“best practices” and debiasing strategies (15, 100). Currently, 
ChatGPT, and to our best knowledge any other closed-source 
model, does not freely provide past versions that allow research
ers to use the model from specific points in time (e.g. 
“gpt3.5-January-2023”) to reproduce research results. After each 
major update, it only provides a snapshot, which is then depre
cated within 3 months to 1 year. This means that even when up
dates address and mitigate detected biases, they also introduce 
the potential for “process reproducibility failure” (98) in the gener
ated data and impede reproducibility, critical for scientific rigor 
(15, 100, 101). This also affects currently emerging practices 
for reproducibility, such as researchers sharing prompts and 
Application Programming Interface (API) parameters because 
the effect of these parameters (or the parameters themselves) 
and the outputs generated from these prompts can change over 
time. Importantly, new iterations do not guarantee equal or better 
performance across all tasks. For example, Rathje et al. (75) report 
inconsistent results between GPT-3.5 and GPT-4 performance on 
various text-analysis tasks—for example, GPT-4 sometimes per
forms more poorly than GPT-3.5—which lends support to our con
cern that nontransparent changes to the model can cause 
unforeseen challenges. Additionally, current state-of-the-art 
LLMs come with additional opaque fine-tuning, such as reinforce
ment learning using human feedback (RLHF; (102, 103)), for which 
usually neither the training method nor the training data are 
known. Therefore, researchers should carefully consider the 
trade-off between forgoing control over these procedures (100) 
and fine-tuning models themselves.

Researchers should be aware of the current black-box nature of 
LLMs (15, 100) not only from an open-science standpoint. More 
generally, researchers should be interested in access to high- 
quality, informative semantic representations and the algorithms 
used to generate outputs, instead of only the outputs. One of the 
main advantages of computational models is that they allow us 
to “look under the hood” and thus make inferences about psycho
logical processes that may be difficult to test otherwise. Thus, us
ing proprietary LLMs that do not provide this level of access may 
constitute a missed opportunity for theory-based work in psych
ology that aims to leverage innovations in computer science. 
Notably, the lack of transparency in how ChatGPT generates re
sponses implies that researchers cannot ascertain the underlying 
mechanisms and origin of biases that may be influencing the out
puts (101, 104, 105). Such lack of transparency is antithetical to the 
scientific principles of openness and replicability that should be 
central to computational–psychological research (106).

Computational–psychological research that aims to achieve rep
licable findings with LLMs can use models that have a publicly avail
able open architecture, such as BigScience Large Open-science 
Open-access Multilingual Language Model (BLOOM; (107)) and 
Large Language Model Meta AI (LLaMA; (108)). These open-source 
models provide researchers with access to network architecture, in
cluding datasets and parameters such as pretrained weights (109). 

The less black-box nature of these open-source models can help re
searchers make the exact version used in their works available to 
others (100), thus facilitating transparency and reproducibility. In 
the Supplementary Materials, we detail how a complete research 
pipeline using a LLaMA-based model can be conducted and show 
that the results are comparable to a pipeline using a closed-source 
LLM. Despite the model’s significantly smaller size (7 billion vs. 175 
billion parameters) and while being self-hosted on consumer-grade 
hardware, it achieved a comparable performance in a text annota
tion task discussed above (F1 of 0.23 vs. 0.22) and a similar response 
pattern when answering self-report psychological measures. 
Compared with closed-source LLMs, open-source LLMs may thus 
come with a replicability benefit and increased control over the 
model when it comes to computational–psychological research. 
Additionally, certain approaches aimed to allow for more robust in
ferences regarding LLM outputs, such as “unlearning” (49) data and 
tasks used for evaluating LLM capabilities from the training data, re
quire an open model architecture (e.g. the ability to access and ma
nipulate the probability distribution over the output tokens).

However, the primary focus should not be a debate of 
closed-source vs. open-source LLMs, but instead addressing the 
specific problems for scientific research using either approach. 
Closed-source models, such as ChatGPT, may introduce ways to 
save and reload or share model weights and modify their models. 
For example, OpenAI continuously adds (but also deprecates) 
available model parameters. As of writing, increased reproducibil
ity has been announced as in beta development, and a “seed” 
parameter increasing deterministic behavior as well as a “system_
fingerprint” value to help track model changes was recently added. 
However, the “seed” does not guarantee reproducibility, and while 
the “system_fingerprint” increases transparency, allowing re
searchers to identify potential reasons for failure to replicate, it 
does not increase reproducibility itself. Moreover, some problems 
that might be more pronounced with proprietary models, such 
as economic motivations, can still affect open-source models 
(e.g. LLaMA being developed by Meta, a for-profit company). 
Additionally, openness is a spectrum requiring researchers to 
closely monitor to what extent LLMs fulfill relevant openness cri
teria for their projects. See Liesenfeld et al. (110) discussing of 
LLM openness in detail as well as their openness ratings of current 
LLMs https://opening-up-chatgpt.github.io, including their specific 
openness criteria and evaluation strategies https://github.com/ 
opening-up-chatgpt/opening-up-chatgpt.github.io/tree/main/ 
projects#criteria. As such, researchers should consider to what ex
tent each model and the organization behind it conflicts with sci
entific and ethical principles of research (111–113). We caution 
against mistakenly treating the use of open-source rather than 
closed-source LLMs as sufficient to solve the black-box problem: 
a problem that remains largely unsolved, even for open-source 
LLMs. The overconfidence with which researchers may trust open- 
source LLMs’ findings as replicable and transparent can systemat
ically cause such researchers to over-rely on these findings, even in 
out-of-distribution settings where the findings may not generalize.

The reproducibility concerns surrounding computational–psy
chological research done via LLMs are further intensified by their 
ability to adopt different perspectives through prompting: explicit 
instructions to the model on which the output is conditioned on 
(42, 114, 115). Prompting has been shown to be a promising tech
nique to increase the range of applications and versatility of LLMs 
(116) and is also discussed as a strategy to mitigate some of the 
biases in these models’ outputs (117–119). One idea is to condition 
LLMs’ outputs on explicit instructions to take the perspective of 
different groups or demographics. For example, some work has 
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shown that prompting can improve the alignment of group- 
relevant responses (e.g. if prompted to respond like a Democrat, 
ChatGPT will answer opinion poll questions in the direction 
steered). However, at the moment, prompting nonetheless falls 
short in closing the gap in demographic group biases (40) with 
some studies observing overly simplistic cultural (outgroup) ster
eotypes instead of perspective-taking (34, 51). Wang et al. (34) ar
gued that due to their training processes, LLMs inherently struggle 
with accurately representing identity groups, often leading to dis
torted, simplified, and stereotypical portrayals of these groups. 
Consequently, relying solely on prompting strategies might be in
sufficient to resolve these issues. Moreover, prompting also intro
duces significant challenges to reproducibility in psychological 
research, because prompts can be constructed in numerous 
ways. Past work has shown that slight alterations and modifica
tions in phrasing, context, or order can lead to substantially differ
ent responses (17, 74, 120–123).

We extended this literature by directly testing if changes in 
prompts would affect the results of our previously presented ex
periments. We repeated the moral sentiment analysis with a 
modified prompt (see Supplementary Materials) and tested 
whether this led to different classification outputs. Furthermore, 
we repeated the survey responses collection using several modi
fied prompts (see Supplementary Materials) and tested whether 
the responses changed. The changes to the prompts were derived 
from past work that showed how minor changes to the self-report 
design, such as adding contextual information or changing the re
sponse scale, can elicit different response patterns (124). Our find
ings demonstrate, in line with recent works on the effect of 
prompting (17, 74, 120–122), that minor changes in prompts lead 
to significant differences in outputs. For example, adding a study 
introduction when prompting ChatGPT to respond to the Big Five 
Inventory (BFI; (53)), significantly reduced the scores for Openness 
(d = −0.30; P < 0.001; 95% CI [−0.34, −0.26]), Extraversion 
(d = −0.54; P < 0.001; 95% CI [−0.58, −0.50]), and Agreeableness 
(d = −0.14; P < 0.001; 95% CI [−0.18, −0.10]). Similarly, modifying 
the order in which the types of moral foundations are defined in 
the prompt changed how texts were classified. Using the modified 
prompt, ChatGPT was significantly less likely to annotate the care 
foundation (−56%, P < 0.001), the equality foundation (−62%, 
P < 0.001), the loyalty foundation (−33%, P = 0.009), and signifi
cantly more likely to annotate the authority foundation (+71%, 
P < 0.001), and purity foundation (+164%, P = 0.020). See the 
Supplementary Materials for extended results and a detailed 
overview of our procedures.

Our research emphasizes the importance of considering con
text and specific prompts when using ChatGPT to emulate diverse 
human behaviors (125). Continuous algorithmic changes necessi
tate ongoing validation of prompting strategies, a task made chal
lenging by the complex and opaque nature of LLMs (72, 123, 126). 
While these challenges do not negate the applicability of LLMs in 
psychological research, they do highlight the need for robust, 
standardized methods akin to those used in traditional human re
search (124, 127). As this is a rapidly evolving field, new AI models 
may account for all of the above concerns of diversity, variation, 
transparency, accuracy, and robustness. The progress that is ex
pected to be made by LLMs in the near future requires that empir
ical work be completed to highlight their strengths, weaknesses, 
and promises for further enhancement (74).

Lastly, there is a point to be made about the democratization 
and accessibility of computational tools. The newest generation 
of LLMs offered as an online service (e.g. ChatGPT, Gemini, 
Claude) provide many researchers with an accessible yet 

powerful tool—representing a pivotal advancement. However, 
with this greater accessibility comes the responsibility to stay 
educated on both the capabilities and limitations of these mod
els. Researchers need to maintain a critical perspective, especially 
given the impressive performance and interactive nature of 
LLMs on some tasks, which might lead to a presumption that 
they are always the best option as the subject of study or as an 
assistant for automated text analysis. This can result in the over
simplification of these powerful tools, such as avoiding neces
sary fine-tuning for convenience or due to a lack of awareness, 
thereby not leveraging their full capabilities and potentially 
leading to less desirable results compared with other methods, 
or ignoring unique challenges related to transparency and repli
cation (as discussed above). It is further crucial to recognize that 
many advantages attributed to LLMs are also present in other 
models. For instance, models such as BERT or open-source LLMs 
can be accessed via APIs, providing a convenient and low-cost 
option for researchers who cannot self-host these technologies. 
This makes them comparably accessible and usable without ex
tensive coding or technical expertise. Additionally, OpenAI offers 
embedding models, such as “text-embedding-ada-3,” that can 
be used in a similar manner to BERT for downstream tasks. 
Ultimately, the responsible use of any computational tool hinges 
on a thorough understanding of its capabilities and the thought
ful consideration of whether it is the most appropriate method for 
the task at hand. This balanced approach ensures that techno
logical advancements are leveraged effectively and responsibly 
in research.

Conclusion
GPTology—which we define as the hurried and unjustified appli
cation of LLMs either as “replacements” for human participants, 
or as an off-the-shelf “one-size-fits-all” method in psychological 
text analysis—can lead to a proliferation of low-quality re
search, especially if the convenience of using LLMs such as 
ChatGPT leads researchers to rely too heavily on them. While 
LLMs, especially fine-tuned ones, can achieve impressive per
formances on many tasks, the presence of a WEIRD bias, along 
with the opaque and often irreproducible nature of these mod
els, particularly the proprietary ones, makes them a double- 
edged sword for psychological research. This does not mean 
that LLMs are inadequate to aid psychological research, but re
searchers must actively exercise caution and critically evaluate 
the limitations of these models before incorporating them into 
their research paradigms. In the present work, we empirically 
quantified some of the biases and limitations of these models 
across multiple psychological domains including moral judg
ments, personality traits, cultural orientation, and political 
ideology, among others. Psychological science, which has wit
nessed multiple adverse consequences when new technologies 
were haphazardly and heedlessly used, needs to strive for diver
sification of research samples, validation of different methods 
against one another, transparency, and ethical considerations 
in deploying LLMs to ensure that the findings are robust, gener
alizable, and free from demographic biases. A commitment to 
rigor and replicability should guide the integration of AI into 
psychological research, not convenience.
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76 Kocoń J, et al. 2023. ChatGPT: Jack of all trades, master of none. 

Inf Fusion. 99:101861.
77 Reiss MV. 2023. Testing the reliability of ChatGPT for text anno

tation and classification: a cautionary remark, arXiv, 

arXiv:2304.11085, preprint: not peer reviewed. https://doi.org/ 

10.48550/arXiv.2304.11085
78 Alabi JO, Adelani DI, Mosbach M, Klakow D. 2022. Adapting pre- 

trained language models to African languages via multilingual 

adaptive fine-tuning. In: Proceedings of the 29th International 

Conference on Computational Linguistics; Gyeongju, Republic 

of Korea. International Committee on Computational 

Linguistics. p. 4336–4349.
79 Çöltekin Ç. 2020. A corpus of Turkish offensive language on social 

media. In: Proceedings of the Twelfth Language Resources and 

Evaluation Conference; Marseille, France. European Language 

Resources Association. p. 6174–6184.
80 Golbeck JA. 2016. Predicting personality from social media text. 

AIS Trans Repl Res. 2(1):2.
81 Hoover J, et al. 2020. Moral foundations twitter corpus: a collec

tion of 35k tweets annotated for moral sentiment. Soc Psychol 

Personal Sci. 11(8):1057–1071.
82 Rahman AU, Halim Z. 2022. Predicting the big five personality 

traits from hand-written text features through semi-supervised 

learning. Multimed Tools Appl. 81(23):33671–33687.
83 Trager J, et al. 2022. The moral foundations reddit corpus, arXiv, 

arXiv:2208.05545, preprint: not peer reviewed. https://doi.org/ 

10.48550/arXiv.2208.05545
84 Cliche M. 2017. Bb_twtr at SemEval-2017 task 4: Twitter senti

ment analysis with CNNs and LSTMs, arXiv, arXiv:1704.06125, 

preprint: not peer reviewed. https://doi.org/10.48550/arXiv. 

1704.06125
85 Reimers N, Gurevych I. 2019. Sentence-bert: sentence embed

dings using siamese bert-networks, arXiv, arXiv:1908.10084, 

preprint: not peer reviewed. https://doi.org/10.48550/arXiv. 

1908.10084
86 Liu Y, et al. 2019. Roberta: a robustly optimized bert pretraining 

approach, arXiv, arXiv:1907.11692, preprint: not peer reviewed. 

https://doi.org/10.48550/arXiv.1907.11692
87 Snell J, Swersky K, Zemel R. 2017. Prototypical networks for few- 

shot learning. Adv Neural Inf Process Syst. 30:1–11.
88 Pavan MC, et al. 2020. Morality classification in natural language 

text. IEEE Trans Affect Comput. 14(1):857–863.

89 Lin Y, et al. 2018. Acquiring background knowledge to improve 

moral value prediction. In: 2018 IEEE/ACM International 

Conference on Advances in Social Networks Analysis and 

Mining (ASONAM); Barcelona, Spain. IEEE. p. 552–559.
90 Russell S. 2019. Human compatible: artificial intelligence and the 

problem of control. New York (NY): Penguin.
91 Pennebaker JW, Francis ME, Booth RJ. 2001. Linguistic inquiry 

and word count: LIWC 2001. Mahway: Lawrence Erlbaum Assoc. 

71(2001):2001.
92 Bender EM, Gebru T, McMillan-Major A, Shmitchell S. 2021. On 

the dangers of stochastic parrots: can language models be too 

big? In: Proceedings of the 2021 ACM Conference on Fairness, 

Accountability, and Transparency; Virtual Event, Canada. 

New York (NY): Association for Computing Machinery. p. 610– 
623.

93 Strubell E, Ganesh A, McCallum A. 2019. Energy and policy con

siderations for deep learning in NLP, arXiv, arXiv:1906.02243, 

preprint: not peer reviewed. https://doi.org/10.48550/arXiv. 

1906.02243
94 Reynolds L, McDonell K. 2021. Prompt programming for large 

language models: beyond the few-shot paradigm. In: Extended 

Abstracts of the 2021 CHI Conference on Human Factors in 

Computing Systems; Yokohama, Japan. New York (NY): 

Association for Computing Machinery. p. 1–7.
95 Muthukrishna M, Henrich J. 2019. A problem in theory. Nat Hum 

Behav. 3(3):221–229.
96 Wei J, et al. 2022. Chain-of-thought prompting elicits reasoning 

in large language models. Adv Neural Inf Process Syst. 35: 

24824–24837.
97 Pangakis N, Wolken S, Fasching N. 2023. Automated annotation 

with generative AI requires validation, arXiv, arXiv:2306.00176, 

preprint: not peer reviewed. https://doi.org/10.48550/arXiv. 

2306.00176
98 Nosek BA, et al. 2022. Replicability, robustness, and reproduci

bility in psychological science. Annu Rev Psychol. 73(1):719–748.
99 Demszky D, et al. 2023. Using large language models in psych

ology. Nat Rev Psychol. 2(11):688–701.

100 Spirling A. 2023. Why open-source generative AI models are an 

ethical way forward for science. Nature. 616(7957):413–413.
101 Zhai X. 2023. Chatgpt for next generation science learning. 

XRDS: Crossroads ACM Mag Stud. 29(3):42–46.
102 Arumugam D, Lee JK, Saskin S, Littman ML. 2019. Deep re

inforcement learning from policy-dependent human feedback, 

arXiv, arXiv:1902.04257, preprint: not peer reviewed. https://doi. 

org/10.48550/arXiv.1902.04257
103 Ziegler DM, et al. 2019. Fine-tuning language models from hu

man preferences, arXiv, arXiv:1909.08593, preprint: not peer re

viewed. https://doi.org/10.48550/arXiv.1909.08593
104 Hu X, Tian Y, Nagato K, Nakao M, Liu A. 2023. Opportunities and 

challenges of ChatGPT for design knowledge management, 

arXiv, arXiv:2304.02796, preprint: not peer reviewed. https:// 

doi.org/10.48550/arXiv.2304.02796
105 Pournaras E. 2023. Science in the era of ChatGPT, large language 

models and AI: challenges for research ethics review and how to 

respond, arXiv, arXiv:2305.15299, preprint: not peer reviewed. 

https://doi.org/10.48550/arXiv.2305.15299
106 Hofman JM, et al. 2021. Integrating explanation and prediction 

in computational social science. Nature. 595(7866):181–188.
107 Le Scao T, et al. 2022. Bloom: a 176b-parameter open-access 

multilingual language model, arXiv, arXiv:2211.05100, preprint: 

not peer reviewed. https://doi.org/10.48550/arXiv.2211.05100

Abdurahman et al. | 13
D

ow
nloaded from

 https://academ
ic.oup.com

/pnasnexus/article/3/7/pgae245/7712371 by guest on 23 August 2024

https://doi.org/10.3758/s13428-024-02344-0
https://doi.org/10.3758/s13428-024-02344-0
https://doi.org/10.31234/osf.io/sekf5
https://doi.org/10.48550/arXiv.2304.11085
https://doi.org/10.48550/arXiv.2304.11085
https://doi.org/10.48550/arXiv.2208.05545
https://doi.org/10.48550/arXiv.2208.05545
https://doi.org/10.48550/arXiv.1704.06125
https://doi.org/10.48550/arXiv.1704.06125
https://doi.org/10.48550/arXiv.1908.10084
https://doi.org/10.48550/arXiv.1908.10084
https://doi.org/10.48550/arXiv.1907.11692
https://doi.org/10.48550/arXiv.1906.02243
https://doi.org/10.48550/arXiv.1906.02243
https://doi.org/10.48550/arXiv.2306.00176
https://doi.org/10.48550/arXiv.2306.00176
https://doi.org/10.48550/arXiv.1902.04257
https://doi.org/10.48550/arXiv.1902.04257
https://doi.org/10.48550/arXiv.1909.08593
https://doi.org/10.48550/arXiv.2304.02796
https://doi.org/10.48550/arXiv.2304.02796
https://doi.org/10.48550/arXiv.2305.15299
https://doi.org/10.48550/arXiv.2211.05100


108 Touvron H, et al. 2023. Llama: open and efficient foundation lan
guage models, arXiv, arXiv:2302.13971, preprint: not peer re
viewed. https://doi.org/10.48550/arXiv.2302.13971

109 Binz M, Schulz E. 2023. Turning large language models into cog
nitive models, arXiv, arXiv:2306.03917, preprint: not peer re
viewed. https://doi.org/10.48550/arXiv.2306.03917

110 Liesenfeld A, Lopez A, Dingemanse M. 2023. Opening up 
ChatGPT: tracking openness, transparency, and accountability 
in instruction-tuned text generators. In: Proceedings of the 
5th International Conference on Conversational User 
Interfaces; Eindhoven, Netherlands. New York (NY): 
Association for Computing Machinery. p. 1–6.

111 Bonnefon J-F, Shariff A, Rahwan I. 2020. The moral psychology 
of AI and the ethical opt-out problem. In: Matthew Liao S, editor. 
Ethics of artificial intelligence. Oxford: Oxford University Press. 
p. 109–126.

112 Hagendorff T. 2020. The ethics of AI ethics: an evaluation of 
guidelines. Minds Mach. 30(1):99–120.

113 Windsor D. 2006. Corporate social responsibility: three key ap
proaches. J Manag Stud. 43(1):93–114.

114 Hwang E, Majumder BP, Tandon N. 2023. Aligning language 
models to user opinions, arXiv, arXiv:2305.14929, preprint: not 
peer reviewed. https://doi.org/10.48550/arXiv.2305.14929

115 Jiang H, Zhang X, Cao X, Kabbara J, Roy D. 2023. Personallm: in
vestigating the ability of GPT-3.5 to express personality traits 
and gender differences, arXiv, arXiv:2305.02547, preprint: not 
peer reviewed. https://doi.org/10.48550/arXiv.2305.02547

116 Wang Z, et al. 2023. Interactive natural language processing, 
arXiv, arXiv:2305.13246, preprint: not peer reviewed. https:// 
doi.org/10.48550/arXiv.2305.13246

117 Niszczota P, Janczak M. 2023. Large language models can repli
cate cross-cultural differences in personality, arXiv, 
arXiv:2310.10679, preprint: not peer reviewed. https://doi.org/ 
10.48550/arXiv.2310.10679

118 Shaikh O, Zhang H, Held W, Bernstein M, Yang D. 2022. On se
cond thought, let’s not think step by step! bias and toxicity in 

zero-shot reasoning, arXiv, arXiv:2212.08061, preprint: not 

peer reviewed. https://doi.org/10.48550/arXiv.2212.08061
119 Si C, et al. 2022. Prompting GPT-3 to be reliable, arXiv, 

arXiv:2210.09150, preprint: not peer reviewed. https://doi.org/ 

10.48550/arXiv.2210.09150
120 Shirafuji A, et al. 2022. Prompt sensitivity of language model for 

solving programming problems. In: Fujita H, Watanobe Y, 

Azumi T, editors. New Trends in Intelligent Software 

Methodologies, Tools and Techniques. Vol. 355. Amsterdam: IOS 

Press. p. 346–359.
121 Gan C, Mori T. 2023. Sensitivity and robustness of large language 

models to prompt in Japanese, arXiv, arXiv:2305.08714, preprint: 

not peer reviewed. https://doi.org/10.48550/arXiv.2305.08714
122 Lu Y, Bartolo M, Moore A, Riedel S, Stenetorp P. 2021. 

Fantastically ordered prompts and where to find them: overcom

ing few-shot prompt order sensitivity, arXiv, arXiv:2104.08786, 

preprint: not peer reviewed. https://doi.org/10.48550/arXiv. 

2104.08786
123 Mishra A, et al. 2023. Promptaid: prompt exploration, perturb

ation, testing and iteration using visual analytics for large lan

guage models, arXiv, arXiv:2304.01964, preprint: not peer 

reviewed. https://doi.org/10.48550/arXiv.2304.01964
124 Schwarz N. 1999. Self-reports: how the questions shape the an

swers. Am Psychol. 54(2):93–105.
125 Rao H, Leung C, Miao C. 2023. Can ChatGPT assess human 

personalities? A general evaluation framework, arXiv, 

arXiv:2303.01248, preprint: not peer reviewed. https://doi.org/ 

10.48550/arXiv.2303.01248
126 Jiang E, et al. 2022. Promptmaker: prompt-based prototyping 

with large language models. In: CHI Conference on Human 

Factors in Computing Systems Extended Abstracts; New 

Orleans, LA. New York (NY): Association for Computing 

Machinery. p. 1–8.
127 Schwarz N, et al. 1991. Ease of retrieval as information: another 

look at the availability heuristic. J Pers Soc Psychol. 61(2):195–202.

14 | PNAS Nexus, 2024, Vol. 3, No. 7

D
ow

nloaded from
 https://academ

ic.oup.com
/pnasnexus/article/3/7/pgae245/7712371 by guest on 23 August 2024

https://doi.org/10.48550/arXiv.2302.13971
https://doi.org/10.48550/arXiv.2306.03917
https://doi.org/10.48550/arXiv.2305.14929
https://doi.org/10.48550/arXiv.2305.02547
https://doi.org/10.48550/arXiv.2305.13246
https://doi.org/10.48550/arXiv.2305.13246
https://doi.org/10.48550/arXiv.2310.10679
https://doi.org/10.48550/arXiv.2310.10679
https://doi.org/10.48550/arXiv.2212.08061
https://doi.org/10.48550/arXiv.2210.09150
https://doi.org/10.48550/arXiv.2210.09150
https://doi.org/10.48550/arXiv.2305.08714
https://doi.org/10.48550/arXiv.2104.08786
https://doi.org/10.48550/arXiv.2104.08786
https://doi.org/10.48550/arXiv.2304.01964
https://doi.org/10.48550/arXiv.2303.01248
https://doi.org/10.48550/arXiv.2303.01248

	Perils and opportunities in using large language �models in psychological research
	Introduction
	LLMs should not replace human participants
	LLMs are not a panacea for text analysis
	Reproducibility matters
	Conclusion
	Supplementary Material
	Funding
	Preprint
	Data Availability
	References


